Image processing using FPGA

Mrs. Sarita chauhan(assist. Professor MLVTEC, Bhilwara); sarita.mlvtec@yahoo.co.in
Bharat Singh Tanwar(final year ECE MLVTEC, Bhilwara); bharat89singh@gmail.com

Pooja Pathak (final year ECE MLVTEC, Bhilwara); pooja1990pathak@gmail.com

Namita Surana(final year ECE MLVTEC, Bhilwara); namita.surana@gmail.com

Abstract— We present an FPGA accelerator for the Non-uniform Fast Fourier Transform, which is a technique to reconstruct images from arbitrarily sampled data. We accelerate the compute-intensive interpolation step of the NUFFT Gridding algorithm by implementing it on an FPGA. In order to ensure efficient memory performance, we present a novel FPGA implementation for Geometric Tiling based sorting of the arbitrary samples. The convolution is then performed by a novel Data Translation architecture which is composed of a multi-port local memory, dynamic coordinate-generator and a plug-and-play kernel pipeline. Our implementation is in single-precision floating point and has been ported onto the BEE3 platform. 
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Introduction

Data processing involving complex algorithms is increasingly commonly, whether it is video editing, speech recognition, or analyzing experimental data, high volumes of data must be processed as quickly as possible. Fast Fourier Transform (FFT) is an efficient implementation of DFT and is used, apart from other fields, in digital image processing. Fast Fourier Transform is applied to convert an image from the image (spatial) domain to the frequency domain. Once the image is transformed into the frequency domain, filters can be applied to the image by convolutions.
Challenge: Interpolation of the arbitrary samples onto a Cartesian grid and supporting various kernel functions.

Goal: To provide a flexible system without sacrificing performance

 Features 
· Computers are not optimized for any single calculation.

·  Application specific integrated circuits, or ASICs, are much faster but unfortunately are expensive to make and require flawless designs.

· High Performance

· Flexibility Provides Fast Time to Market and Easy 

· Upgradeability

· Low Development Cost

Field-programmable gate array (FPGA)

FPGAs are reconfigurable hardware chips that can be reprogrammed to implement varied combinational and sequential logic. Their reprogram-ability offers great flexibility and the opportunity to quickly develop a prototype of a circuit. FPGAs have an advantage in low volume prototyping and proof of concept applications.
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Block dia.of fpga integrated processing architecture

The FPGA integrated processing architecture shown in Figure , consists of four units, namely, 

1. Initialization unit(INU), 

2. Data transfer unit (DTU), 

3. Image processing unit(IPU)
4. Memory management unit (MMU).

Working: working could be understand in four steps. 

1. Initialization unit
Initialization unit (INU) accesses the necessary settings stored in the MMU for the system when system is started. When system “start” signal is received by initialization unit, addresses are generated to MMU , commands or parameters in MMU are sent to Initialization unit. The commands are 
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decoded to generate different signals to the related units for necessary initial settings.
2. Image processing unit
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Internal and external connections of image capturing area
Image processing unit (IPU) does the pipelined operations of the image capturing, convolution and sorting.

IPU contains three parts, namely
· image capturing, 
· 2-D convolver, and
· 2-D sorters 
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The internal and external connections of 2-D convolver
3. Memory Management Unit (MMU)
MMU consists of two modules, namely,Parameter module and  image module. 

Parameter module includes an internal memory for storing the parameter initialization settings.Image module takes care of the object image storing from IPU or the readout from external memory to PC through DTU using IEEE 1284 standard .

4. Data transfer unit
As its name suggest this unit is used to transfer the data from one block to another.
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Connections between inu, ipu, dtu & mmu

Gridding algorithm for NuFFT

The problem of handling data that falls on a nonequally spaced grid occurs in numerous fields of science, ranging from radio-astronomy to medical imaging. In MRI, this condition arises when sampling under time-varying gradients in sequences such as echo-planar imaging (EPI), spiral scans, or radial scans. The technique currently being used to interpolate the nonuniform samples onto a Cartesian grid is called the gridding algorithm.

Problem Statement
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Where,
 T is the target array on the cartesian grid 

 S is the source array of arbitrary samples 

G (i, j) is the kernel function 

 W is the convolution window 

 The Solution

Challenge: Memory bandwidth utilization is poor due to lack of locality in the source array. There is a need to reorde the arbitrary source array before convolution.

Geometric Tiling / Binning: Indexing and coarse sorting procedure to reorder arbitrary samples into tiles / bins.

Simple tiling scheme to perform the indexing and sorting in 1 pass.

Data Translation:

Actual convolution computation on each { source, target } tile-pair.

Computation –kernel function evaluation for each source sample with its W x W target window

Source-centric computation for determining the target window 

1. Geometric Tiling/Binning

Geometric tiling algorithm is transformation oriented towards reducing power consumption without compromising the numerical accuracy of the application. We shall describe the class of matrix-vector multiplication we are concerned with. Let T and S be two finite sets of sample points in R3. We refer to t belongs to T as a target (point), to s belongs to S as a source. We are provided with an interaction kernel function α (t, s) defined on T×S and a function β(s) defined on the source set S. We are interested in evaluating another function γ(t) defined on the target set T as follows:
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The function γ(t) describes the response at every single target point to the function β(s) at all the source points in S. In matrix expression, the computation in (1) can be described as a  matrix -vector multiplication:
 G = Av;

with A = [α(t; s)]; g = [γ(t)]; v = [β(s)]                  
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Geometric Tiling on Cartesian grid

o] o] Target i
1
1
[
1
[
1
i 1
[
1
t
Sl syupapnnyapapn]
it} T
| e\ |
.- ot the_size )
Source
samples





                   Geometric tiling on Cartesian grid

The matrix A has m rows and n columns, with m = T and n = S While α(t; s) is the interaction between two points t and s, A captures the interaction between the sets T and S. In the same way, any sub-matrix of A is associated with a subset of T and a subset of S and represents the 
and represents the interaction between the two subsets. Such geometric indexing can be mapped easily to the plain index sets {1,..m} and{1,…n}. 
Implementing geometric binning

It have two stream operators

· Address Translator (AT)

· Address Mapper (AM)
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AT computes the Tile Index for each sample.To handle arbitrary sampling, dynamic memory mapping scheme is required.AM follows a linked-list scheme, where each node is a source-point-group (SPG).AT and AM together map arbitrary source samples into SPGs before doing a burst write to DRAM.

A SPG consists of ‘p’ samples belonging to the same tile plus a tail pointer.The local memory in the AM buffers up to ‘p’ samples per tile, appends the tail pointer and  evicts the SPG .

At end of frame, Tail pointers are saved into an Address Map table.Memory write bandwidth utilization is always maximum.

Applications
This is used for various applications such as biomedical, digital signal processing, image processing. In the field of biomedical it is used in magnetic resonance imaging (MRI) in various applications the computing models are designed by this acceleration of  nufft using FPGA.The most important application of  this is to reconstruct the images.

The FPGA-based non uniform FFT is used for numerous applications including:

· Motion detection

· Optical Background  Velocimetry 

· Target tracking

·  Magnetic Resonance Imagining 

Systems for comparasion
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 Conclusions

FPGAs are great fits for video and image processing applications, such as broadcast infrastructure, medical imaging, HD Video conferencing, video surveillance, and Military imaging. These solutions can improve cost, performance and productivity for many video and imaging  applications.
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